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I. BACKGROUND AND INTRODUCTION 

The  Vulnerability/Lethality Division (VLD) of the Ballistic Research Laboratory (BRL) has 
been facing an increasing number of large-dollar, high-visibility programs. One issue of concern 
for these programs is the s ta te  of current vulnerability/lethality analysis computer codes, their 
use, maintenance, and extension. I t  has been noted tha t  many current vulnerability codes, for 
example VAMP,'  VAST,^ and  SLAVE,^ share, at least functionally, many of the same 
algorithms. F a r  more code is being maintained than should be necessary, and there may be 
many versions of essentially the same code. This  raises serious questions concerning both 
efficient use of scarce analyst talent and effective configuration management. In addition, 
because of the non-structured, monolithic design of these codes i t  is difficult to extend the 
current codes with new features. 

I t  was suggested tha t  i t  would be useful to recode these individual programs into a new 
environment so tha t  11 only one module would be written and maintained to accomplish a 
particular calculation, 21 the new environment would accommodate all existing ground 
vulnerability codes, 31 i t  would readily accommodate changes as new algorithms were developed, 
and 41 it would give the analyst the freedom to change specific modules when necessary, while 
keeping within a carefully defined and specified analytic framework. 

These goals were agreed t o  by the VLD Branch Chiefs. In early 1985, an Ad Hoc 
Methodology Working Group was formed with the primary objective of enhancing the state of 
vulnerability tools. The  members of this Working Group were VLD experts in vulnerability 
analysis. This group met several times in 1985, and each member of the group, as well as other 
members of the Division, presented individual views on the shortcomings and requirements of 
vulnerability assessment. Several "white papers" were written discussing a number of key 
vulnerability issues and requirements for vulnerability modeling. 

In the fall of 1985, a team of analysts was assembled t o  plan and implement s new computing 
environment for vulnerability analysis based on the findings of the Ad Hoc Working Group. The 
team made substantial progress in studying the algorithmic layout of current VAMP and VAST 
codes; however, a major issue delayed work on this project through much of FY8G. Some 
members of the team were directed t o  develop a high-resolution point-burst code t o  evaluate 
stochastic plleliornella for comparison with live-fire shots. Although this experience enhanced our 
appreciation of live-fire effects, i t  represented a detour from the original plan and produced yet  
another vulnerability code. Also during FY86, the VLD scrutinized i ts  array of vulnerability 
codes with respect t o  their use and maintenance. Configuration management and control of our 
codes is now a requirement. As attention was focused on these problems, the Ad Hoc 
Methodology Working Group was reactivated. 

1 C L Nail, E. Jackson, and T E. Beardon, "Vulnerability Analysis Methodology Program (VAMP) - A 
Combined Compartment-Kill Vulnerability Model", Computer Sciences Corpora t~on  Technical Manual CSC TR- 
79-5585, October 1979 

2. C L. Nar I ,  'Vulnerability Analysis for Surface Targets (VAST)- An Internal Po in tBurs t  Vulnerability Assessment, 
Model - Revislo11 I", Computer Sciences Carporation Technical Manual CSC TR-82-5740, August 1982. 

3 Douglas A Ringers and F. Tyler Brown, "SLAVE: (Simple Lethality and Vulnerability Estrmator) Analyst's 
Gulde," US Army Ballistic Research Laboratory Technical Report ARBRL-TR-02333, June 1981 



A reorganized team began work again on planning the new computing environment. The new 
team is headed by Dr.  Rober t  Shnidman and consists of the  authors of this  report.  This team 
prepared a preliminary analysis for a new vulnerability computing environment and presented i t  
t o  members of the  Ad Hoc Methodology Working Group.  Called MUVES (for Modular UNIX- 
based Vulnerability Est imation Suite), i t  is intended to be an  integrated software system for 
vulnerability aaaessrnent in the  UNIX operating system environment. I t  is being designed to  
accommodate a wide variety of current  and future targets  and threa ts  through use of a 
generalized physical interaction model. T h e  design is sufficiently flexible t o  aupport both 
production and experimental applications and various methods of approximating the effects of 
munitione. This suite is being developed using a structured system life cycle methodology, which 
will be discussed in Section 111. 

A t  this point the MUVES team has  completed a User Survey and finished the Analysis phase: 
of the s tructured system life cycle. T h e  products of these phases include a User Requirements 
Document4 and a Structured Specification for the proposed system, which is described in Section 
IV. Following these phases, the team will continue with the Design, Implementation, and Test ing 
phases of the project. 

In this  report ,  we present the s t a tus  of the MUVES project. 111 Section I1 we will discuss the 
overa.11 goals of the MUVES project. Section 111 gives an overview of the s tructured system life 
cycle methodology being used t o  develop this system. Section IV will discuss the  details of the 
data flows and process descriptions for MUVES. Section V lists the new requirements for 
vulnerability analysis t ha t  a re  being adcll.esscd by h/lUVES. Section VI presents the a~lvant~agefi 
of MUVES over previous methodology. Possible future clirections of the MUVES project a re  
discussed in Section VII. 

4.  Aiva.rs Ozolins and Paul Tanenbaum, "Assessment of Vulnerab~lity Analysis C . !apah~l~ t~es  and Requiremer~ts," 28 
Feb 86. 



11. GOALS 

T h e  major  goals of the MUVES project are the following: 

1. PROVIDE CURRENT CAPABILITIES IN THE UNIX ENVIRONMENT 

T h e  new suite of codes will provide many improvements in our vulnerability analysis 
capabilities; however, i t  must  also provide all capabilities available in the existing ground 
vulnerability codes. 

There are now many classes of computers a t  the BRL which run some variant  of the UNIX 
operating system: single-user graphics workstations, a variety of minicomputers, and a Cray X- 
MP supercomputer. This trend is expected t o  continue for computer acquisitions in the 
foreseeable future. Therefore i t  is important  tha t  the new suite of vulnerability codes work 
within the UNIX environment. This  will allow a user t o  work on the computer t ha t  is 
appropriate for a particular task, with the capability of switching easily t o  a different class of 
computers for a different application, since the suite can readily be made available on all these 
systems. 

2, USE MGED AND RT F O R  TARGET GEOMETRY 

T h e  MUVES environment will use the Multi-device Graphics EDitor (MGED) for solid 
modeling and the Ray Tracer  (RT) for interrogating the geometry. T h e  MGED program and RT 
library already exist on BRL UNIX systems; by utilizing these facilities the MUVES project can 
avoid a substantial amount of developrpent work tha t  would otherwise be necessary, 

Currently, several vehicle target descriptions have been done using MGED. A centralized 
library of all available target descriptions is being formed. Additionally, oldcr target descriptions 
in COM-GEOM format can be converted t o  MGED-compatible target descriptions with existing 
utility software. 

3. CONTROL PRODUCTION CODE DESIGN AND MAINTENANCE 

As mentioned earlier, the Vulncrability/Lethality Division has sct as a goal Lhe improvement 
of configuration management of our vulnerability codes. Currently, there are often so  many 
customized versions of a particular code tha t  i t  is possible for different analysts t o  run the 
"same" code on a particular threat/target combination and get quite different results. 

MUVES, while providing hooks for uscrs t o  run experimental applications, will bc more 
tightly controlled with regard t o  modifications. There will be an "off'icial" supported vcrsion of 
MUVES maintained in a central directory (identical across all computer systerns). This  will be 
used for all routine praduction runs in order t o  maintain consistent results throughout the 
Division. Vdnerabil i ty analysts will have the capability of' adding experimental interaction 
modules as separate processes for their own use. These modules rnay eventually he integrated 
into the supported MUVES system after being reviewed for compliance with software 
maintenance guidelines. 

T h e  existing Source Code Control System (SCCS), a collection of programs tha t  runs uncies 
the UNIX operating system, will be used t;o control and account for changes to MIJVES softwarc 
and documentation. Additional record-keeping procedures will be irnplemented t o  provide 
required configuration control information. 



4. PROVIDE USER-FRIENDLY INTERFACE 

There  will be an  easy-to-use interface between the analy~lt  and the MUVES carnputatio~rc~l 
software. T h e  interface will help t o  automate inputs t o  the aystern and provide record-keeping 
functions. T h e  structured life cycle approach is being taken t o  develop this aystern; thus, 
documentation for the system will be written before coding ie begun. Full and clear 
documentation will be provided as well as any necessary training, 

5. PROVIDE FLEXIBLE USER-SPECIFIED PROGRAM INTERACTION 
Computer  graphics technology has been advancing a t  an amazing ra te  in recent years, and 

our computer-aided geometric techniques have been improving; however, we are  still far behind 
current  state-of-the-art in the input and output  routines being used with our vulnerability codcs. 
We hope t o  significantly improve tha t  aituation with MUVES, 

T h e  analyst working with MUVES will be able t o  work with a hierarchy of menus for such 
things as selecting input  parameters, specifying analysis methods t o  be used, and specifying 
desired outputs .  Graphic displays and menu-driven inputs will ultimately be developed for 
interacting with MUVES, in addition t o  traditional methods of keyboard input entry. There wili 
be default values for most inputs t ha t  can be used for a variety of common eituations. The uaer 
will be able t o  edit the input values and save them for use in a later run, so  tha t  i t  will not be 
necessary t o  go through the entire input process each time. 

Care  will be taken t o  ensure tha t  MUVES facilities can be accessed from a wide variety of 
present and future computer terminals and interactive workstations. Specific interfaces to  exploit 
capabilities of special high-performance devices will be developed after the more general initial 
interface. 

6. MINIMIZE NEED FOR ANALYST PROGRAMMING 

Within MUVES, unique requirements for vulnerability analyses should usually be handled 
without having t o  modify software, T h e  code will be general enough so tha t  in most situations 
an analyst would only need t o  modify input parameters o r  request different options of the user 
interface t o  obtain the required results. (Unusual situations may require exterlsion of MUVES, 
which is being designed t o  facilitate such adaptations; see paragraph 8,) 

In addition, due to  the structured, modularized nature of the MUVES code, the difficulties of 
code maintenance will be minimized. When changes are required, one will need only t o  change 
the individual module o r  modules affected, rather than looking through the entire code far 
embedded interacting sections tha t  need t o  be changed. By making modifications only to 
modules with well-defined interfaces, one avoids undesirable side effects t ha t  may occur when a 
change in one section of the code has an unanticipated impact elsewhere in the code, 

7. MINIMIZE CODE REDUNDANCY 

In many eases the same penetration algor;thm h a s  been implemented differently i n  two or  
more versions of the same code. Thus,  a change t o  the basic algorithm means tha t  each instance 
of the  algorithm in each version of the code must  be found and updated (most  likely in slightly 
different ways). A goal of MUVES is t o  have only one module written and maintained to  
accomplish a particular calculation, thus avoiding the  problem of different implementations of 
the same algorithm. 



8. FACILITATE EXTENSION OF PRQRUCTiON CODE 

In all phases of the analysis for MUVES we have been sure tq make provisions for future 
extension8 of the code. Thus, aar new algorithmr ere developed, incorporating them into W V E S  
will be straightforward. The MUVES qstem will provide an esvironment in which a 
vulnerability analyst can explore new situations, new methods of analysis, and experimental 
applications without requiring a separate vulnerability code. 



111. MJITHPDOLOOY 

The technique@ beiqg uqed to ,develop the MUVES pnalytical environment are the result of 
recent advances in computer nciepce, which emphwize' the total system life cycle and use 
structured approaches t o  all phmes of system d a ~ e l o ~ m d ~ t . ~  *The primary reason for using this 
methodology is t o  rniriimize the total cost of developing and maintaining software. This i ~ l  
accomplished by: 

Investigating the requirement8 for a proposed system before investing time gnd money t o  
develop the system, 

Partitioning the overall procedure into manageable tasks with clearly defined interfaces, 

Structuring the deaign of the code so  that  i t  is eaay t o  understand and, therefore, easy to  
maintain and modify, . Thoroughly documenting these efforte aa they are performed, so tha t  written code will be 
directly related t o  its documentation and t o  its desired function, 

Preparing ekeleton versions of code early in the life cycle for quality w u r a n c e ,  and 

+ Implementing lower-level modules in parallel, 

The structured system life cycle methodology begins with a User Survey t o  determine whether 
or not a new system is needed. I t  does not end until the debugged and tested software is retired 
from service. The techniques that  are of primary interest in this report are those yielding full 
documentation for the proposed system. For completeness, we will briefly deacribe all phasea of 
the structured system life cycle methodology. These phases are User Survey, Structured 
Analysis, Structured Design, Top-Down Implementation, and Maintenance. 

1. USER SURVEY 

In the User Survey, we determine the requirements for a new system barred on the current 
procedures and known deficiencies of the current system. Everyone using the current system is 
given a chance to  offer comments, suggestions, and criticism. The user survey is an iterative 
process which results in a broad range of requirements and desired features which are used to  
guide the Structured Analysis phase, 

2. STRUCTURED ANALYSIS 

In the Structured Analysis phase we examine the results of the User Survey and formulate a 
Structured Specification for the new system. The Structured Specification is a graphic, concise, 
top-down partitioned model of the functions essential to  the envisioned system. By "top-down 

5. Only a brief overview of these techniques can be given here. For more information on these concepb, see E. 
Yourdon, "Managing the System Life Cycle", Yourdon Press, 1982; T. DeMarco, "Structured Anqlysis and System 
Specification", Yourdon Press, 1978; and M. Page- Jones, "The Practical Guide to Structured Systems Des~gn", 
Yourdon Press, 1980. 



partitioned" we mean tha t  the overall operation of the system is divided into several tasks, each 
of which may then be subdivided into smaller tasks. This  partitioning proceeds until the entire 
system is broken down into small, manageable processes which a programmer can deal with 
easily. This  partitioning is accomplished by examining the desired output  d a t a  and the available 
input da ta ,  then determining the transformations required t o  produce the former from the latter.  
Those transformations are the tasks which we partition into bite-size chunks for the 
programmers. As  this top-down refinement proceeds, all terms used in the descriptions of the 
d a t a  and transformations are formally defined, and algorithmic descriptions of the elementary 
processes a re  produced. 

The  tools used t o  document these d a t a  flows and transformations are d a t a  flow diagrams, the 
d a t a  dictionary, and transformation specifications. Together, these form the Structured 
Specification. 

File 1 

(Receivables) 

Data Flow 2 
(Invoice) 

File 2 

Process 1 Data Flow 5 (Archives) 
Data Flow 1 

(Check) (Deposit Data Flow 6 

. " "  - - , 

Figure 1. Example of a Da ta  Flow Diagram. 

On a d a t a  flow diagram (figure 1)) each flow of information is depicted by an arrow-tipped 
line segment showing the direction of flow, each transformation is represented by a bubble called 
a "process", and d a t a  files are represented on the da t a  flow diagrams by two parallel horizontal 



lines. One might think of the da ta  flow diagram as a pipeline of information with a steady 
stream of da ta  flowing through it; the processes are jointn in the pipeline, ~ n d  filelr are eddies in 
the current. No control flow is shown on a da ta  flow diagram, becau~e  i t  adda complexity to  the 
formulation of a system and is not needed to  define the flow and transformatioh of the dJa.  At 
this stage of analysis, the goal is to  define what the system will do with the data, but not how it 
will do it. 

The top-level data  flow diagram shows the major processes and the da ta  flowing between 
them and into or out of the system. Each process on the top level diagram itself consistar of 
several processes which, in turn, may be broken into further procassee. A da ta  flow diagram is 
drawn for each such partitioned process, showing the processecr and da ta  flows which oornpose 
that  larger procesa. The resulting set of hierarchical da ta  flow diagrama allows the ~softwsre 
developer and the user t o  discuss the system a t  various levels of detail without having exceeaive , 

information in any one diagram. 

To help specify interface8 between proceaaes and to  avoid using ambiguous terms on the data  
flow diagrams, we define in the da ta  dictionary, the content6 of each da ta  element on the data  
flow diagrams. Definitions in the da ta  dictionary (figure 2) are precise explanations of each type 
of da ta  and the combiriations of thorje data. Complex da ta  flows are defined in terma of other 
data, elements, which are defined in detail elsewhere in the dictionary. This permits exact 
definitions of all necessary da ta  types in a concise and resdable fashion. 

PAYMENT-DATA = Customer-Name + 
Customer-Address + 
{ INVOICE-NUMBER + Amount-sf-Payment ) 

INVOICE-NUMBER = State-Code + 
Customer-Account-Num bnr + 
SALESMAN-ID 

SALESMAN-ID =. Five digit number 

Figure 2. Example of Entries in a Data Dictionary. 

We have used the convention that  capitalized words in the da ta  dictionary definitions are 
terms that  are further defined in the data dictionary, The notations used in the da ta  dictionary 
are defined as follows: * 



- + means IS EQUIVALENT T O .  

+ means AND. 

[ 1 means EITHER - OR; i.e., eelect one of the options enclosed in the brackets. 

{ 1 means ITERATIONS O F  the cornponcnt enclosed. 

( 1  means tha t  the enclosed component is OPTIONAL. 

T h e  third section of the Structured Specification contains transformation descriptions, where 
we describe the policies used t o  perform the lowest level da t a  transformations. The  interior 
functions of each of these processes are detailed in a one-page description called a mini- 
specification (figure 3). Mini-specifications are written in a coricise subset of the  English language 
called Structured English. 

Process 1: Credit  Invoice 

If the amount  of the invoice exceeds $500, 
If the account has any invoice more than 60 days overdue, 

hold the confirmation pending resolution of the debt .  
Else (account is in good standing), 

issue confirmation and invoice. 
Else (invoice $500 or less), 

If the account has  any invoice more than 60 days o v e r d ~ ~ e ,  
issue confirmation, invoice and write message on the 
credit action report.  

Else (account is in good standing), 
issue confirmation and invoice. 

Figure 3. Example of a Mini-Specification, 

T h e  Structured Specification is the basis for the design of the system. 'rile Structured 
Analysis phase of system development can also yield estimation heuristics by which to judge the 
progress of the project and aids for generating acceptance tests. 

3. STRUCTURED DESIGN 

Structured Design is a strategy for converting a Structured Specifica,t,ion into a.n easily 
implemented, top-down design. Modules are arranged into a hierarchy in such a way tha t  they 
have a one-to-one correspondence with the niodules in the eventual systerrl of programs. This  
hierarchy is represented graphically in a Structure Char t ,  which shows the modulcs and the 



relationships among them, T h e  Structure Char t  contains most of the control information 
required t o  implement the actual syatem. Ae the goal of the Structured Specification ia t o  define 
what  the syatem is t o  accomplish, the goal of the Structure C h a r t  is t o  define how the 
requirements will be met .  

T w o  important  objectivea in Structured Design are t o  minimize coupling between modules 
and t o  maximize internal module coheaion. 

Coupling is the extent of interaction between any two madulers. Strongly coupled modules are 
usually not separately maintainable; i t  is difficult t o  modify one without requiring modifications 

' t o  the  others. Large numbers of coupled modules in diverse par t s  of a program can become a 
programmer's nightmare as he tries t o  anticipate all of the ramifications of correcting even a, 

single line of code. This  can be equally frustrating for the user who stumblea across those 
sections the programmer failed t o  correct. Such difficulties are well-known to managers of 
hastily planned and implemented systems. 

Cohelsion la the degree t o  which the tssks performed in one module a re  related. Modulea have 
low cohesion when a single module performs several unrelated taska, bound together by weak 
dependencies. Such modules are tedious t o  modify because their s tructure makes i t  difficult t o  
identify the  portions which actually need t o  be rewritten to effect the desired changes, For  
instance, a n  initialization module performs a wide variety of operations which often have no rertl 
relation except t h a t  they are done near the beginning of the program. Such cohesion is called 
temporal cohesion and is generally undesirable. Explaining the impact of all of these operations 
on  the rest of the  program would be as much work as putt ing them in the  appropriate places 
initially. 

A "good" type of cohesion is functional cohesion. In a madule with functional cohesion, every 
processing element in the module is essential t o  the performance of a single functioh. If a module 
is functionally cohesive you should be able t o  describe what  the module does in one simple, 
coherent English sentence. 

There  is usually a strong relationship between coupling and coheaion. A system whose 
modules have low cohesion will probably have strong coupling, and vice versa. 

During the  design phase, we also consider the packaging of the system, wherein the hardware 
constraints are taken into account. In addition, we try t o  include as many i tems from the user 
interface "wishlist" as poasible without adversely affecting performance of the essential 
functions. 

The Structured Specification and the Structure Char t  compose the full documentation for the 
system, including details of program hierarchy, module contents, module,  interfaces, file 
structures, and the  user interface. 

4. TOP-DOWN IMPLEMENTATION 

Top-Down Implementation begins with coding and interfacing for the top level modules, and 
proceeds t o  the addition of middle and lower level modules. Early in this phase, a walk-through 
may be held with the users t o  determine whether the system will, in fact, meet user 
requirements. T h e  modules are written with s tr ict  adherence to  the mini-specifications, while 
their interfaces and control flow are determined by the Structure Char t .  Thus ,  we insure tha t  
the code does exactly what  the documentation says i t  should do. The  principles of structured 



programming are easy t o  follow, given the logical s tructure and thorough documentation of the 
system. 

5. MAINTENANCE 

Inevitably, i t  will become necessary t o  modify any system (no mat te r  how well designed) t o  
meet the changing requirements of the users. When this happens, the proposed changes are t o  be 
analyzed as carefully as the original system and the results of this analysis then incorporated into 
a revised Structured Specification. T h e  system is then re-designed and displayed in a new 
Structure Char t .  The code is then modified in accordance with the revised Structure Char t  and 
is consequently already as fully documented as the original version. T h e  structured nature of the 
documentation and the partitioned processes makes i t  easy t o  pinpoint those par t s  of the system 
tha t  will be affected by a proposed change. This  reduces the time and effort required t o  
implement modifications. T h e  relative ease of maintaining such a system even after the original 
authors have gone on t o  other  projects is one of the primary advantages of the Structured 
System Life Cycle Methodology. 

This  approach t o  software development is designed to avoid many problems inherent in 
conventionally managed software projects. In the years since the introduction of these structured 
techniques, i ts  practitioners have observed significant reductions in common software problems 
such as schedule overruns, expensive maintenance, and systems tha t  are of little o r  no use to  the 
customers. Early in the project, these techniques can help managers determine the tasks tha t  
need t o  be done and evaluate more accurately how long they will take. They encourage 
consistent analysis, design, and coding practices which reduce the cost of maintaining the code 
after i t  is written. And, if the User Survey and Analysis are done properly, they insure tha t  the 
eventual product does what  the users actually need. 



IV. P R O J E C T  DESCRIPTION 
In this section of the  report we examine the d a t a  flow diagrams, the primary means of 

defining the d a t a  flows and transformations for MUVES, a generalized software system for 
performing vulnerability analysis. In developing these d a t a  flow requirements, we followed a 
consistent overall philosophy toward the problem of assessing the remaining utility of a target 
damaged by some sor t  of threat .  This  approach has helped us clarify many of the cancsptual 
difficulties which have plagued previous vulnerability analysia efforts. T h e  first a p e c t  of this a 

philosophy waa t o  generalize the s tatement  of the problem in auch a way tha t  most  vulnerability 
problems could fit  into a aingle, generic framework. T h a t  framework is s tated in the  following 
sentence: "An object, called the threat ,  is thrown a t  another object, called the target ,  in such a 
way tha t  i ts  trajectory can be approximated by a ray; some aort of damage occurs t o  one or both 
objects as a result of the interaction between the two objects, and possible new threats  are 
created; then the utility of the damaged target is assessed" 

Among our major  concerns, therefore, are characterization of threats  and targets  and the 
events occurring at the moment of impact of a threat  with a target.  In order t o  make the 
interaction aapect of the problem more transparent t o  the analysts and easier t o  change as new 
d a t a  becomes available, we have isolated consideration of all threat-target phy~ ica l  interactions 
into one process within our framework, We have named this process the "interaction module"; 
however, i t  is important  t o  realize tha t  this is not,  in fact, one module, but  a large number of 
modules each of which performs the calculations for a specific type af threat  interacting with a 
specific type of component within the target.  In addition, the components of interest and the 
manner of evaluating damage t o  them varies in different types of analyses o r  approximation 
methods. Therefore, there will be a different family of these madules called upon t o  d o  the 
calculations in each particular analysis, depending on the approximation method chosen by the 
analyst. Many of these modules are likely to  belong to  more than one auch family, especially 
frequently used ones such as those for armor perforation calculations. In this manner, we hope t o  
eliminate redundancies evident in earlier vulnerability programs while providing a previously 
unavailable flexibility. 

This  philosophy places certain restrictions on what  can be done by this system. 
~ n f o r t u n a t e l j ,  MUVES will not be capable of doing everything tha t  any vulnerability analyst in 
the world might wish. Fo r  instance, no  projectile with a curving trajectory can be represented 
under this scheme, since all motion is tracked by ray-tracing, and rays are inherently straight.  
Also, such events as diffusion of gases and temperature radiation are not feasible, since they 
consist of fronts of molecules or  energy moving through varying media. Similar difficulties arise 
with blast and shock effects, These may, however, be approximated using large numbers of rays 
radiating from a single paint and moving through only one medium, air. This  technique is 
cornputationally intensive, but  could be used to  s tudy these phenomena for complicated target 
geometries until better methods can be devised. 

Since the Structured Analysis phase of a project is intended t o  completely and accurately 
define the needs of the users of the eventual product, we have at tempted t o  produce a generalized 
description covering everything tha t  must  happen in order to analyze the vulnerability of any 
desired target  versus any direct, impacting threat .  Previous efforts t o  revise vulnerability B 

methodology have frequently missed this generality by concerning themselves with hardware 
limitations o r  current  techniques a t  too early a stage in the analysis. We have described a 
system which should meet all current analytical requirements with few changes in the necessary 
inputs, but  which eliminates most of the redundancies and streamlines the entire procedure. 
T h a t  system is described by the d a t a  flow diagrams in Appendix A. T h e  process definitions and 



d a t a  flow definitions associated with those diagrams are provided in Appendices B and C, 
r e ~ ~ e c t i v e l y ' . ~  

T h e  first figure in Appendix A is not a d a t a  flow diagram. I t  is, rather, a tree s tructure chart  
intended as a visual aid for those who are unaccustomed t o  reading d a t a  flow diagrams and who 
wish t o  s tudy the  overall hierarchy of the system. As such, i t  is not  exhaustive; several of the 
lower-level processes were left ou t  t o  avoid cluttering the chart .  Also, i t  gives no  information 
about  the d a t a  used within the system or how those d a t a  pass between processes. 

Upon examination of the first d a t a  flow diagram, i t  should be apparent t ha t  MUVES is 
partitioned into three major  processes, each of which serves a single, generalized function. Tlicy 
are not necessarily intended t o  be separate "processes" in the traditional UNIX sense of the term, 
although they may be if t ha t  is the decision made a t  the implementation stage. Instead, they are 
separate conceptual entities each of which transforms d a t a  in a particular fashion, then passes 
the transformed d a t a  t o  the succeeding processes. 

T h e  first major  process in MUVES is called Generate Initial Threats;  i t  is the "throwing 
objects" aspect of our  general framework. This  process accepts a specification from the analyst 
concerning the specific threats,  plus the pat tern and detlsity of shots  t o  be fired a t  the target.  I t  
then calculates the s t a r t  points and directions for the collection of shots t o  be fired a t  thc target 
and an  averaging weight for each of them based on the user-specified dispersion. Finally, i t  looks 
up information about  the desired threats  and attaches it t o  the calculated trajectories, 

T h e  second major process in MUVES is called Simulate Physical Interaction; i t  studies the 
"interaction between the two objects." This  process uses the Ray Tracer  t o  interrogate the 
target geometry, finding the intersections of thc threat trajectories with the target components 
and the surface geometry a t  each intersection. It  then calculates the results of the impact of the 
threat  with each individual target component located by ray tracing. Generally, this comprises 
damage t o  the 'components plus degradation and/or deflection of the threat ,  as well as some 
possible secondary threats  (for example, spall) resulting from tha t  impact.  These calculations are 
usually empirical predictions based upon analyses of a large quantity of d a t a  gained from 
experiments ~ e r f o r m e d  a t  BRL and other locations during the last couple of decades. This  
process only calculates the physical damage done to  each component in the target; it makes no 
estimation of the significance of this damage with respect t o  the target 's ability t o  perform its 
mission. 

T h e  third and final major process in MUVES is called Assess Remaining Utility; this is where 
"the damaged target  is assessed." This process evaluates the functionality of the damaged target 
after all interactions have taken place. Initially, MIJVES will be tailored t o  address ballistic 
perforation, although the basic framework can be extended to  address scvesal other conceptually 
different types of threat .  T h e  damage to each component a t  one or  more times aftcs the 
interaction of the main threat  and the target,  is condcnsed by the use of' the Component Damage 
Function into a numeric estimation of the loss of tha t  component. This  can be expressed as the 
probability of total loss o r  as a fraction of the component's full These component, 

6. These initial specifications are subject to  revision as the design effort proceeds. 
7 .  Although often treated in the  same fashion or even used interchangeably, these concepts are dlffererit and 

generally do not produce equivalent results. Discussion of t h ~ s  issue is beyclnd the scope of this paper, but  MWES 
can be used to accommodate either approach and, perhaps, may help clear up the differences 



damage values are combined into system degradations, which are then combined into "kill 
va1ues'"epresenting the entire target's loss of utility with regard t o  specific missions, These 
combinations are calculated according to  information contained in deactivation diagrams and 
damage assessment tables, which are collections of dependencies and weights compiled from the 
judgments of various engineers and tank commanders. 

The diagrams in Appendix A give a representation of the da ta  flow requirements for the 
system and the processea operating on those data  flows, but they &re still incomplete. They do 
not give any indication of the exact composition of the data,  nor of the internal logic of those 
processes. Our complete definitiona of the data  flows are listed in Appendix C. We have also 
written short, general definitiona for each of the processes to  help us understand their slpecific 
func t i~ns ;  these definitions are given in Appendix B. However, we will have to  write more formal 
LLMini-Specifications" for each process in order to fully define its function in the context of the 
MUVES system. When these are finished, they will complete our study of the da ta  flows for a . 
generic system for performing vulnerability analysis in the UNIX operating system environment. 

Another very important aspect of the project which we have not yet formally addressed is the 
user interface, tha t  is, the set of queries and menus with which an analyst communicates with the 
system, Before doing that ,  we must fully define the processes and da ta  flows required to  do the 
necessary specific calculations. When we have accomp1ished that, we will begin work on the data  
structures and file formats needed for communicatinn with the external environment. Then, 
knowing what is needed and what it should look like, we will begin work on the user interface. 
Although we have not defined any of the details of the user interface, we do  have sowe guidelines 
and goals. These are described in section V aa part  of the requirements for the MUVES system. 



V. REQUIREMENTS 

The  following are the vulnerability issues and new requirements addressed by the MWl3S 
design. They were derived from notes of the meetings of the BRL/VLD Ad Hoc Methodology 
Working Group and from the "Assessment of Vulnerability Analysis Capabilities and 
Requirements" by Aivars Ozolins and Paul Tanenbaum: 

1. USER INTERFACE 

One of the primary requirements for the user interface is to  keep track of what the analyst 
does during any particular work session. This will allow any analyst t o  refer back t o  previous 
sessions t o  compare results or t o  edit old input files in order t o  re-use them on runs which vary 
only slightly from the previous conditions. Also, there will be an electronic notebook to record 
any comments, such as the reasons for any variations from the "standard" way of doing things, 
or  simply t o  keep track of what has been done on a particular analysis. Only information specific 
t o  the current analysis will be saved in this notebook; a simple "keystroke logyy is neither 
desirable nor necessary. This notebook will be cross-referenced with the saved input files and 
results. 

We will be publishing standard formats and da ta  structures for the interface which should aid 
detection of errors in the inputs for specific runs and in the target and threat characterizations. 
This interface will also allow the analyst to  alter the program inputs "on the fly." In other 
words, he will be able t o  prepare and change them in any desired order, rsther than having to  
follow the program's lead or restart the entire session whenever a mistake is made. We will 
accomplish much of this through use of a hierarchical menu system, which may eventually have a 
mouse interface for those terminals and workstations that  support them. There will be default 
values for a large number of common situations, which each analyst will be able t o  edit in order 
t o  tailor MUVES for his own needs and preferences. This will allow the analyst t o  enter only 
those parameters which he wishes t o  vary on a particular analysis, rather than being led through 
a time-consuming series of queries each time he runs the program. 

We have also, after numerous discussions with experienced vulnerability analysts, determined 
that  nearly every analyst must a t  one time or another have access to  intermediate results in 
order t o  assure meaningful final results. Therefore, we have identified several key flows of da ta  

I which contain the information of greatest use t o  the analyst for detecting errors or understanding 
trends in the interactions of threat and target. The analyst will be able t o  execute selected 
portions of the system in order t o  examine these results before continuing the calculations. We 
will provide various graphic tools to  display these results in a meaningful fashion; in addition, all 
currently used output formats will be available t o  ensure continuity with past experience. If it 
should become necessary due to  physical phenomena not considered in the available modules, the 
analyst will be able to  edit the intermediate results as appropriate and then run the remainder of 
the analysis with this altered data. (Of course, such actions will be recorded in the "electronic 
notebook",) 

2. GEOMETRY 

In order for this system to  operate properly, it will be necessary to  institute standards for 
target characterizations. The programs will require that  certain information be in certain places, 
and if it is not, the analyst will be told of the deficiencies so that  they may be corrected. This 
should help to  stabilize our library of target descriptions and related information, correcting a 



problem which hats been with us for a long time. 

W e  have a l ~ o  provided the means t o  circumvent many of the problems associated with 
modern armor,  especially when attacking i t  a t  edges and corners, T h e  use of altered geometry 
and some specialized interaction modules should allow the analyst t o  deal with most of the 
technological advances in modern armor .  In those circumstances where this  is not sufficient, or 
when there is ho  empirical model in existence, the interaction modules may be designed t o  
recognize encounters with the difficult armor and to  activate a portion of the user interface 
which will allow the  analyst t o  deal manually with those cases. 

3. ON-DEMAND GEOMETRY INTERROGATION 

One significant advantage tha t  MUVES has over .earlier vulnerability assessment 
methodologies is the availability of a dynamically callable ray-tracing utility. Thin allows i t  t o  
perform analyses tha t  were previously impractical. For instance, the analyst can, if he wishes, 
follow the pa th  of a deflected main penetrator. T h e  ray-tracer can d o  this quite easily, since it 
merely needs t o  know the angle of deflection (which can be calculated in the appropriate 
interaction module) and the last exit point t o  use w a new star t ing point. T h e  effects of ricochet 
can be examined in the same fashion, These well-known effects were not simulated previously 
due to the  constraint of determining all of the geometrical information as a batch process, 
without making intermediate calculations. 

Some other  pheqomena tha t  have been avoided in the past because of the constraint of 
calculating all rays before determining the effects of the impacts are multiple burst points and 
non-standard fuzing. Multiple burst points were simply not worth the ext ra  computation 
required to calculate the spall cones in advance when relatively few would actually be used. 
MUVES avoids this by generating spall cones only where perforations are predicted. Pas t  
a t tempts  t o  add non-standard fuzing such a s  proximity fuzing and flyeover shoot-down into the 
old methodology have resulted in a great deal of frustration for those at tempting t o  make the 
necessary changes. Our  methodology will be able t o  perform these calculations efficiently, 
possibly by treating the sensor as an initial "pseud~pene t r a to r "  which triggers the munition as a 
"generated threat" when i t  detects the target.  

4, PHYSICS 

' T h e  combined features of the MUVES system will allow analysts t o  approximate physical 
phenomena with an  accuracy unattainable with currently existing methods. T h e  modularity of 
this approach t o  vulnerability analysis allows the calculations for any particular type of 
interaction t o  be modified without impacting the rest of the system. Thus,  any advances in 
modeling perforation mechanics or  other effects can be incorporated and tested as they become 
available, avoiding long delays for entire programs to  be modified to  accommodate new methods, 
and,  perhaps even mare importantly, avoiding an unrnaintainable proliferation of slightly 
modified codes. Unusual effects such as crossing velocity can be investigated using dynamic ray- 
tracing combined with new interaction modules designed to  accept skewed penetrators. Recent 
innovations in a rmor  technology can be approximated with altered target geometry and new 
interaction modules specifically designed to  deal with these technological advances. 

There is an on-going effort t o  improve our understanding of behind-armor effects following 
perforation of a rmor  by various munitions. As new behind-armor debris models are developed, 
they can be included in existing armor perforation models by making changes only t o  the 



interaction modules for the munition in question. These changes could be made by the scientist 
o r  engineer performing the  actual d a t a  analysis without impacting the integrity of MUVES for 
production use. After thorough testing t o  verify tha t  they accurately reflect observed results, the 
changes can be incorporated as additions t o  the "official" production version of the code. 

There have been some recent a t tempts  a t  the BRL t o  estimate the effects on a vehicle of blast 
from an explosive charge or from perforation of the armor  on tha t  vehicle. A blast wave could 
be emulated using a dense collection of rays radiating from a point t o  approximate the motion of 
the pressure wave front  through air. Using this technique, the effects of a pressure wave can be 
calculated a t  several "detector" locations in order  t o  determine blast effects over the entire 
vehicle. 

There is now some work being done t o  determine the effects of damage on the performance of 
various components in certain vehicles. These tests may drastically alter the existing component 
damage criteria, which were developed from analytical models of the components. These new 
criteria may not be completely compatible with the old methods of analysis, yet  in the past  they 
would have been forced into existing formats  in preference t o  changing the code. MUVES, on the 
other hand, uses a generalized interpretation of damage results which provides the opportunity t o  
change the methods used for the estimation of component damage as new live-fire d a t a  become 
available. 

5. SYSTEMS ANALYSIS 

Many of the difficulties involved in combining component damage into overall vehicle damage 
have also been addressed by the MUVES system. T h e  first improvement is quite simple; we 
merely altered the concept of the damage assessment table t o  t ha t  of a damage assessment list. 
T h e  list in the new methodology corresponds t o  a column in the old tables, but  i t  allows the 
freedom t o  add more lists for differing environments or  new kill criteria without troublesome 
format alterations. 

Another feature of MUVES is the ability t o  s t a r t  and s top  the flow of d a t a  a t  any reasonable 
point in the calculations. This  provides several capabilities t ha t  were simply impossible in the 
past.  Fo r  instance, multiple hits can be estimated by combining lists of damaged components for 
separate shots  into one master list for the multiple shots in question. One can also vary the 
directions of the entry vector and resultant spa11 rays for a single shot location t o  obtain a 
statistical sample for comparison with the stochasm of live-fire shots as in the SQUASH model. 
Statistical samples can also be used t o  provide confidence intervals for the shot  results. T h e  
capability still exists within MUVES t o  use the deterministic methods of VAST if desired, simply 
by stopping the calculations immediately after ray-tracing and saving tha t  information in a file 
for further calculation a t  a later date.  Also, any of these procedures can be specified a t  the 
beginning of the session without any changes t o  the code. 

One other advantage is t ha t  all of the interactions use the same target  description with 
different selected groups a t  a particular time. This  allows the analyst t o  compare the results of 
different approximation techniques (for example, point burst vs. compartment  model) on exactly 
the same set  of shotlines. I t  also allows some new features such as  the development of new 
compartment  correlation curves from a detailed, stochastic point burst evaluation of the target.  



VI. BENEFITS 

T h e  following are the significant advantages we perceive of MUVES over the previous 
methodology . 

1. USER-DEFINED SHOT PATTERNS 

One of the moat readily apparent  improvements of MUVES over the  current methodology is 
t ha t  the analyst will be able t o  choose from a variety of available shot  patterns, rather than 
being constlained t o  a single, pre-determined pat tern (such as a simple grid). Initially, there are 
plans for three different shot  patterns: a rectangular grid with flexible parameters (including 
perspective rays), randomly 'distributed pat terns (such as a bivariate Gaussian) around a single 
aim point, and spherically distributed s t a r t  points. This  allows the analyst t o  choose a shot 
pat tern appropriate t o  the problem, rather  than trying to fit  his problem into the available 
solution. Some of the tools t o  support  this approach already exist, while others  are under 
development; however, the underlying facilities will be general enough t o  allow anyone t o  develop 
his own special-purpose pat tern and use i t  for the analysis, Additionally, environmental view 
averaging, such as cardioid weighting, will be supported. Such weighting can be applied t o  
collections of any of the shot  pat terns described above: 

2. INTUITIVE REPRESENTATION OF PHYSICAL INTERACTIONS 

Da ta  flow diagram 2.2 shows the approach taken to  modeling physical interactions in the 
MUVES environment. Rays (shotlines) intersect components which incur damage a t  those 
intersections. Our  concept of a component is somewhat different from tha t  in current use, 
however. In MUVES, a component is any object which can be analyzed as a single unit with 
respect t o  its behavior on interaction with a threat .  Thus,  a compartment  from a VAMP-style 
analysis will be considered as one (rather large) component. Smaller components, those which 
currently exist in target  descriptions and are used in point-burst analyses, still fall under t ha t  
category, so little has changed in how they are treated. This gives the target  describer the 
flexibility to build large components for a coarse analysis ou t  of several smaller components 
intended for more detailed analysis methods. This  then permits the analyst t o  generalize certain 
aspects of the  analysis while retaining detail only where i t  is necessary and t o  uses single target 
description for any method of analysis, changing only the grouping of t h e  objects t o  achieve the 
desired result. There is a limit t o  how far this approach can be pushed, however. Some analysis 
methods may require geometric detail t ha t  would unduly slow computations for other 
approximation methods. MGED offers some support for maintaining a collection of geometric 
descriptions with varying degrees of resolution for a single target.  

3. ON DEMAND ANALYSIS OF SUBSIDIARY THREATS 

There is a feedback loop in this system which returns a1,l generated threats  (for example, spall 
or  deflected main penetrator) t o  the Ray Tracer  when they are encountered in the Interaction 
Module. This  technique hw a number of advantages over the current practice of calculating the 
trajectories 'of potential spall rays before any analysis occurs. First ,  a large amount of 
computation is saved by not tracing spall rays when the main penetrator fails t o  defeat the 
armor.  .Second, this allows the analyst t o  add unusual phenomena which have heretofore been 
ignored, such ris deflected residual penetrators, ricochet, and second-order spa11 (this of course 
presumes tha t  algorithms will be available t o  calculate the necessary parameters for representing 



these phenomena). 

4. ISOLATION O F  THREAT-COMPONENT INTERACTIONS 

Each type of threat-component interaction will be performed by a single module within the 
final MUVES implementation. Thus,  each such module will have a single, well-defined function 
which i t  performs upon demand. Therefore, MUVES need only call the family of modules 
appropriate for a particular analysis. This  also has the benefit of making the modules easier t o  
understand individually o r  as a complete package. Fo r  this approach t o  work properly, the 

4 interfaces t o  these modules must be clearly and cleanly defined, in order t o  make i t  possible for 
the controlling processes t o  "plug in" the appropriate modules as they are  needed. T h e  
standardized interface will allow the analyst t o  insert special components, experimental 
materials, and new empirical models into the system without revisions t o  the rest of the code. 
This  prevents unwanted side-effects in other portions of the system, since information transfer 
occurs only at certain points and in a well-defined manner. This  is one way tha t  MUVES gains 
maintainability over the plethora of currently existing vulnerability analysis computer codes. 

5. ISOLATION O F  ENGINEERING APPROXIMATION TECHNIQUES 

T h e  modules for making engineering estimations of the functionality of damaged vehicles are 
similarly isolated. T h e  related interfaces and file formats  for this will also be standardized. This  
will allow changes t o  the total  damage assessment system with no changes a t  all t o  the computer 
programs involved. Thus,  an analyst will be able t o  develop a new damage assessment list for a 
particular mission function o r  environment and test i t  with a real target simply by specifying the 
file containing the new list. Should there be a need t o  change the methodology used for making 
these engineering approximations, the changes can be incorporated with a minimum of 
alterations t o  the program. Only the group of modules t ha t  actually deal with the process 
referred t o  a s  "Determine Shot  Loss of Utility" in tlic d a t a  flow diagrams will be affected. 

6. CONSIDERATION OF TIME-DEPENDENT PI-IENOMENOLOGY 

Much thought has gone into providing the ability t o  maintain "time awareness" within 
MUVES. Each threa t  has a "time stamp" attached to  i t  so  tha t  interactions can be causally 
ordered and so  tha t  interaction modules will bc able t o  determine the time of any particular 
event, should tha t  be necessary. (This information may, of course, be ignored in the interest of 
efficiency if desired.) This  will allow the analyst several capabilities which have been completely 
unavailable to date. For instance, he will be able to graph the effects of time-delayed damage to  
a target  (including leaks, fires, and gases). He will also be able t o  combine the effects of multiple 
hits on a single target.  This  may be done after the fact,  combining the lists of damaged 
components for separate shots, or  i t  may be done more accurately, using target  rnodificatioris t o  
change the characteristics of the target before subsequent munition impacts. 



FUTURE DIRECTIONS 

As mentioned earlier in this report, we have completed the User Survey and the Structured 
Analysis phase of thia project. Our first major implementation goal for MUVES will be to 
support just the compartment model for threatl target  interactions, Because the compartment 
model is the  least complex vulnerability model and therefore the easiest to  implement, i t  will 
allow us to  provide a useful prototype system to  analyerts aer aoon aa possible. In addition, 
compartment model knslysin is still on importsnt  and hebvily-used production tool which can 
benefit greatly from the advantages of the MUVES design. 

Our next task in preparing for implementation of this subset of MUVE$ is t o  perform the 
detailed analysis of the interaction modules required for the compartment model. Then we will 
proceed with the Structured Design, followed by Top-Down Implementation of the overall 
MUVES system ancl the family of interaction modules which form the compartment model. In 
addition, work on the user interface will proceed concurrently with these two phasrea. Our go81 is 
to have the MUVES version of the compartment model ready for production use by the third 
quarter of FY88. 

Once we have a functional compartment model, we will then use Structured Analysis and 
Structured Design, techniques t o  define the interaction rnodulsa required for a point-burst 
analysis. In this way we will gradually integrate the various existing component level 
methodologies into MUVES, including all extant threatl target  interaction algorithms. 

After we have provided the analytical capabilities available in existing ground vulnerability 
codes, we will begin work on adding new algoritlims and new capabilities to  the MUVES 
environment. In particular, enhanced graphical presentation of assessment rehiults seems very 
desirable. 
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Data Flow Diagrams 
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APPENDIX B 

Process Definitions 

The following notation is used in the Process Definitions in this Appendix: 

- - means IS EQUIVALENT TO. 

+ means AND. 

[ I  . means EITHER - OR; i.e., select one of the options enclosed in the 
brackets. 

{ 1 means ITERATIONS OF the component enclosed. 

( 1  means that the enclosed component is OPTIONAL. 

We have used the convention that capitalized words in the data dictionary definitions are 
terms that are further defined in the data dictionary. 





DETERMINE CRITICAL SYSTEMS PROCESS 2.2.2.1 Examine DAMAGE ASSESSMENT TABLE to determine which 
TARGET subsystems are necessary for the TARGET to perform 
the desired MISSION FLJNCTION. 

DETERMINE SHOT LOSS OF UTILITY PROCESS 3.2 Determine the TARGET'S loss of ability to perform the desired 
MISSION FUNCTION as a result of CRITICAL CONlPOIWNT 
PHYSICAL DAMAGE resulting from THREAT/TARGET 
interaction for a particular MAW SHOT in the c o n k t  of the 
specified ENVIRONMENT. 

DETERMINE SYSTEM DEGRADATION PROCESS 3.2.1 Use DEACTIVATION DIAGRAlMS appropriate to the desired 
APPROXIMATION METHOD to eornbine CRITICAL 
COMPOhTNT LOSSES into loss of function of a subsystem 
within the TARGET. 

DETERMINE TARGET LOSS OF UTILITY PROCESS 3.3.3 Combine losses of function of TARGET subsystems into lass of 
ability to perform MISSION FUNCTION lor a single MAIN 
SHOT based on the DAMAGE ASSESSMENT TABLE 

a appropriate to the specified ENVIRONMENT and the desired 
X MISSION FUNCTION. 

EVALUATE COMPONENT LOSS PROCESS 3 1 Estimate the probable loss of a COMPONENT at the 
ASSESSMEST TIME given the aggregate physical damage to 
that COhWOhXNT and information specific to the particular 
Eh'VIROWNT. 

EXTRACT CRITICAL CATEGORIES PROCESS 5.2.4 Examine the TARGET'S structural information (i.e. : DAMAGE 
ASSESSMENT TABLES and DEACTIVATION DIAGRkMS for 
the desired APPROX&GITION l+AETIK)D) for the MISSION 
FUNCTION of interest to produce the CRITICC% CANDIDATE 
LIST required to ASSESS R E W L V G  LTILITY. 

FIND RELEVANT COMPONENTS PROCESS 2.2.3.2 Examine the DEACTIVATION DIAGw*lS belonging to each 
CRITICAL SYSTEM in order to find the COMPONENTS needed 
for that system to cwtinue to function. 

i 
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APPENDIX C 

D a t a  Flow Definitions 

T h e  following notation is used in the Data Flow Definitions in this Appendix: 

- - means IS EQUIVALENT TO. 

i- means AND. 

[ 1 means EITHER - OR; i.e., select one of the options enclosed in the 
brackets. 

{ 1 means ITERATIONS OF the component enclosed. 

( >  means tha t  the enclosed component is OPTIONAL. 

W e  have used the convention tha t  capitalized words in the d a t a  dictionary definitions are 
terms t h a t  are further  defined in the d a t a  dictionary. 



MUVES Data Flow Definitions 

APPROXIMATION METHOD 

ASSESSMENT TIME 

AVERAGING WEIGHTS 

COMPONENT 

- 
LG COMPONENT CATEGORY 

COMPONENT CATEGORY MAP 

COMPONENT PROPERTIES 

COMPONENT DAMAGE FUNCTION 

COMPONENT ID 

COMPONENT TRACE 

specific choice of an integrated package of TtfREAT,'COMPONENT 
INTERACTION MODULES appropriate to a particular method of simplifying 
the analysis of THREAT/TARGET interaction (e.g. , compartment inodd, 
simplified point burst. detailed point burst) 

time or times at which the analyst wishes to evafuate the f u  .;, aality of the 
damaged TARGET 

weight factors for each MAIK SHOT used to combine the SHP" STEXTUAL 
LOSSES OF UTILITY resulting from INITIAL THRE-IT- - l o  a single 
WEIGHTED LOSS OF UTILITY distributed over the TARGET 

piece of a TARGET, having definite geometry, which may interact as a single unit 
with a THREAT, according to  the APPROXIMATION METHOD (e.g., armor 
plat,e, road wheel, fuel line, crew compartment) [may be a combination of smaller 
COMPONENTS, depending on the desired level of modeling detaiI] 

classification of a particular COMPONENT into one of several standard types 
(e. g. . RH-4, personnel) 

map of C O W O X N T  IDS to generic COMPONEET CATEGORIES 

all information about a COMPOhiENT which may affect the physical interaction 
with a part,icular THREAT and which may be relevant to damage mechanisms 

information required to determine CRITICAL COMPONENT LOSS given 
CRITICAL COMPO?JENT PHYSICAL DAMAGE 

label that uniquely identifies a specific COMPONENT within a TARGET 

COMPONENT ID + 
TRACE through COMPONENT + 
COMl'OICJ3NT surface geometry 



CRITICAL CANDIDATE LIST 

CRITICAL COMPOhTC?:T 

CRITICAL SYSTEM 

CRITICAL COMPONENT LOSS 

CRITICAL COMPONENT PHYSICAL DAMAGE 

DAMAGE ASSESSMENT TABLE 

DAMAGE VARIABLES 

DEACTIVATION DIAGRAM 

list of unique COMPO,FIFNTS which qualify a CRITIC* COhlfOhENTS and 
a list. of unique corresponding COhPOD;ChT CATEGORIES: 
{COMPONENT CATEGORY + 
{COMPONENT D) ) 

CStFOPi'ENT h:,;,!, I 3  g3rt ~f 3ny T.)\,ECET subsystem { z ~ ~ e a r s  at least once 
in that subsystem's DEACTIVATION DIAGRAMS) needed for anthued 
performance of the seIected MJSSION FUNCTION(S) in the selected 
ENVIRONMENT 

any TARGET subsystem needed for continued performance of the desired 
MISSION FUNCTIONIS) in the selected ENVIRONMENT 

numeric estimation of the extent of damage done to a CRITICAL OOMPONENT 
(mav be more than one number and exact, meaning depends on method wed b 
DETERrtriTPi SHOT LOSS OF UTILITY. bat usudty probability of s hard kill 
of the CRITICAL COMPOWNT) 

physical chara~terizat~ion of the damage to all CRITICAL COMPONENTS after 
the INITLAI, THREAT and all GENER4TED THREATS for a particular MAIPU' 
SHOT have interacted with the entire TARGET: 
{ COMPONENT ID + 
COMPONENT CATEGORY + 
{darnage type + 
DAMAGE VARWLES) ) 

list of contributions of combined SYSTEM DEGRADATIONS to SHOT 
CONTEXTUAL LOSS OF UlYLITY in the context of a MISSION 
FUNCTION and EN\IXRONMENT 

relevant. parameters to physically quantify a particufar type of damage to a 
COMfOIYEMT and to determine the time at which thab damage oecvs (cg. ; 

hole size, number of impacting fragments, t r e e d  overpressure) 

descriptbn of TARGET subsystem operakion in terms of operAion d CXTICAL 
COMPONENTS 





SHOT CONTEXTUAL LOSS OF UTILITY esLimated Ioss of TARGET'S ability to perform the desired MESION 
FUNCTION in a particular ENWEtONMENT a t  some ASS-NT TIME as a 
result of interaction with one or more MTIAL THREATS 

SORT KEY specification, usually implicit in the choice of APPROXIMATION METHOD, 
used to determine the order in which individual THREAT PATHS be 
processed by the INflERACTION MODULES (e.g. time-ordered, "IkhorneJkst- 
served", THREAT STAGE) 

SYSTEM DEGRADATION estimated loss of function of TARGET subsystem (usually probability of total 

loss) for a given MAIN SHOT a t  the desired ASSESSMENT TlME (exact meaning 
depends on package design of CRITICAL COMPONENT LOSS and 
DEACTIVATION DIAGRAMS) 

TARGET system of interrelated COMPONENTS w l c h  performs one or more MISSION 
FUNCTIONS of interest to the analyst 

TARGET CHARACTERIZATION MODIFICATIONS changes in TARGET properties or structure (other than CRITICAL 
A COMl'ONENT PHYSICAL DAMAGE) resulting from interaction with a 
C;J THREAT (e. g. , deformation, degradation of materials) which must be considered 

for accurate interaction with subsequent IMTIAL TlBjWTS 

TARGET GEOMETRY MGED description of COMPONENT geometries for an entire TARGET 

TARGET HIT/MISS boolean value indicating whether a particular INITIAL THREAT hit any portion 
of the TARGET, o r  missed it dtogtther 

THREAT phenomenon capable of damaging a TARGET as a result of physical interaction 
f e. g. , kinetic energy projectile, fragment, b b t  wave, energy beam) 

THREAT PARAMETERS characterization of the state of a THREAT (exact contents and interpretation 
depend on THREAT Tk-PE) 



THREAT f ATH 

THREAT PATH LIST 

THREAT RELATIVE VELOClTY 

THREAT SPECIFICATION 

A THREAT STAGE 
41 

THREAT START TIME 

THREAT TYPE 

THREAT VECTOR 

THRESHOLD CRITERIA 

specific THREAT with a projected TRACE through the TARGET: 
THREAT TYPE + 
THREAT PARAMETERS + 
THREAT VECTOR + 
(COMPONENT TRACE) 

a list of THREAT PATHS ordered by a particular SORT KEY 

velocity of actual impending. objects (e.g., fragment, explosively formed 
penetrator, etc. ), relative to.the incoming munition which produced them 

properties of a THREAT as it exists before any interaction with a TARGET 
(THREAT TYPE + 
THREAT STAGE + 
THREAT PARAMETERS + 
THREAT RELATIVE VELOCITY + 
THREAT STAF€T TIME) 

integer variabIe to indicate the level of a particular THREAT in the hierarchy of 
creation dependencies (e.g. ,  a shaped-charge (INITIAL THREAT - stage 1) 
impacts armor and produces spdl  (GENERATED THREAT - stage 2) ) 

time at which the THREAT is fired 

generic classification of a THREAT (e.g. , shaped charge jet, spa11 representative 
ray) 

origin point of THREAT + . , 

time a t  origin point + 
velocity vector of THREAT 

criteria, usually implicit in the choice of AF'PROXMATION METHOD, used to 
determine whether a particular THREAT PATH should receive further 
consideration by the INTERACTION MODULES 
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